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Overview

1. What are parallel corpora? (definition)
2. Where do they come from? (methods of corpus compilation)
3. What are they good for? (use cases)

⇒ Representation and querying of parallel corpora
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Parallel corpora

• corpora = collections of language samles
• (text) corpora = collections of texts
• parallel (text) corpora = collections of translated texts

⇒ correspondence on various levels (key word: alignment)
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Alignment



Definition (term is ambiguous)

Alignment refers to

• a correspondence relation between different parts of a parallel
corpus at a particular level, e.g.

• a book and its translation to another language
• a sentence and its translation
• a word or multiword expression (”potencia visual” ↔ ”sight”)

• a set of those relations
• the process of identifying those sets of relations
• the level of correspondence (word alignment, sentence
alignment, …)
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What can be aligned?

• documents (books, protocols, leaflets, construction manuals, …)
• any kind of subordinated structural text units (chapters, agenda
items, …)

• paragraphs (?)
• sentences/segments
• sub-sentential units (chunks, constituents, …)
• words/tokens
• morphems (?)
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Document alignment

• also: text alignment, document linking
• correspondence in most cases given1

• documents might be ordered (e.g. plenary sessions with an
indicated date) but typically are not (e.g. books)

• metadata varies from source to source
• typically 1:1 correspondences
• there might be null alignments2 (depending on the document
collection)

• translation direction can be indicated on this level3

1(Tiedemann 2012)
2units that have no counterpart
3but, for example, turn-based translation in Europarl
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Document alignment – top layer: book
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Document alignment – subordinate layer: chapter
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Sentence alignment

• variable use of punctuation marks: better split sentences and
perform alignment on segments

• often ordered, no overlapping alignment links (monotonicity)
• frequently 1:1 correspondences (depends on text type and mode
of translation)

• null alignments may occur when information is added or
omitted during translation (strongly dependent on text type)
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Sentence alignment – (toy) example

(Thompson and Koehn 2019)
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1:1 alignments
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1:n alignments
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Added/omitted information

12



Sentence alignment – monotonicity

Under the assumption of monotonicity and infrequent null
alignments, we can find the overall alignment around the diagonal:

(Thompson and Koehn 2019)
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Sentence alignment – monotonicity

The same idea but as ”iterative refinement” approach (anchors):

(Tiedemann 2012)
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Sentences aligned – and now?
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Word alignment

• aligns actually any token provided (requires tokenization)
• no order can be assumed; alignment only by chance monotonic
• 1:1 alignments most frequent, but many different ratios
observable

• the concept of ”words” may differ drastically between
typologically less-related languages

• null alignments are frequent (e.g. function words)
• ⇒ word alignment comes with a significant error rate and only
the aligned word may be of little help for particular applications
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Alignment links
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Alignment matrix (1)
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Alignment matrix (2)
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Multiparallel word alignment
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Hierarchical alignment – nested alignment units
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Alignment tools – documents

• if correspondence is not already known, resort to a comparison
of metadata, document size, cognates, etc. to identify the most
likely set of corresponding documents

• use language identification if the source material might be
unclean (e.g. data collected from the internet)

22



Alignment tools – sentences

Features used include:

• sentence length
• lexical correspondence (possibly induced from the data)
• cognates and extra-linguistic data (e.g. numbers, URLs)
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Alignment tools – sentences

Popular and state-of-the-art sentence aligners:

• Hunalign (Varga et al. 2005)
uses an (induced) dictionaries and sentence lengths

• Gargantua (Braune and Fraser 2010)
designed for asymmetrical parallel corpora4

• Bleualign (Sennrich and Volk 2010)
based on machine translation

• Vecalign (Thompson and Koehn 2019)
based on bilingual sentence embeddings

4many null alignments
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Alignment tools – words

Popular and state-of-the-art word aligners:

• GIZA++ (Och and Ney 2003)
implements the ”IBM models”, asymmetric models

• BerkeleyAligner (Liang, Taskar, and Klein 2006)
adds a probability threshold and a (symmetric) HMM

• fastalign (Dyer, Chahuneau, and Smith 2013)
very fast, but less reliable

• efmaral/eflomal (Östling and Tiedemann 2016)
uses Bayesian mathematical; can store trained model

• SimAlign (Sabet, Dufter, Yvon, and Schütze 2020)
based on bilingual word embeddings

• AWESOME (Dou and Neubig 2021)
based on bilingual word embeddings
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Alignment tools – words

• most word aligner generate unidirectional alignments, i.e. 1:n
alignments5

• those aligners need to train two models (one for each direction)
and results need to be symmetrized

• combining the output of several aligners (e.g. by majority vote)
can lead to better results (better precision, lower recall)

5fot the case ”potencia visual” ↔ ”sight”, ’potencia’ and ’visual’ can both be aligned
to sight when going from Spanish to English, the other way round, ’sight’ can only be
aligned to one of them)
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Alignment types found by different aligners
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Existing parallel corpora



Some parallel corpora (log #tokens/log #languages)
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Zurich Parallel Corpus Collection (PaCoCo)

Parallel corpora in various formats with heterogeneous metadata

• 10 different corpora
• 7 different formats

• tree-structure (XML, TEI)
• tabular (.tsv, .csv)

• non-standardized
• heterogeneous metadata and annotations
• difficult to combine, extract & exploit the data at our finger tips
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PaCoCo – corpora

languages tokens years alignment

Sparcling de, en, es, fr, it + 11 454.7m 15 word
SLC de, fr 11.4m — word
Rumantsch Grischun de, rm 0.9m — word
Swatchgroup Geschäftsbericht de, gsw 0.2m — word
Medi-Notice de, fr, it 58.9m — word
Text + Berg de, fr, it, rm, gsw, en 52.6m 150 sentence
CS Bulletin de, en, es, fr, it 61.6m 120 sentence
Horizons de, en, fr 2.9m 14 document

https://pub.cl.uzh.ch/purl/PaCoCo
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PaCoCo – data model
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Linguistic Applications



Contrastive analysis: variable article use

• de “In unseren einzelnen Mitgliedstaat und gemeinsam als
Europäische Union müssen wir […]”

• en “In our individual Member States, and collectively as the
European Union, we must […]”

• es “En nuestros respectivos Estados miembros y, de manera
colectiva, en la Unión Europea debemos […]”

• it “Sia nei singoli Stati membri che collettivamente, come
Unione europea, dobbiamo esercitare […]”

• pt “Em cada um dos nossos Estados-Membros, e colectivamente
enquanto União Europeia, temos que […]”

• sv “I våra enskilda medlemsstater, och samfällt som Europeiska
unionen, måste vi […]”

Elena Callegaro (2017). “Parallel Corpora for the Investigation of (Variable) Article Use
in English: A Construction Grammar Approach”. PhD thesis. University of Zurich
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Multilingual phraseology: discontinuous constructions

1 When does the Council intend to reach a decision on the establishment of this
future observatory?
När kommer rådet att fatta beslut om att inrätta detta framtida organ?

2 It has attempted to reallocate budgetary resources from the Progress pro-
gramme to the microfinance facility before the European Parliament has
reached a decision.
Den har försökt omfördela budgetresurser från Progressprogrammet till instru-
mentet för mikrokrediter innan Europaparlamentet har fattat ett beslut.

3 Furthermore, the decision-making process itself can be unclear, as the con-
vention submits proposals and the Intergovernmental Conference has to reach
decisions.
Dessutom kan det bli oklart kring själva beslutsfattandet, eftersom konventet
lägger fram förslag och regeringskonferensen måste fatta beslut.

4 When the matter comes before Parliament, therefore, we often have to reach
our decisions very quickly if we want to make the internal market a reality for
the citizens of Europe.
Kommer ärendet sedan till parlamentet, måste vi ofta fatta mycket snabba be-
slut, eftersom vi vill öppna den gemensamma marknaden för medborgarna.
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Constellations

• syntactic parsing combined with word alignment
• statistical association measures help identifying elements of
surprise

• in the case of support verb construction this is the verb
correspondence

• ⇒ high surprisal is an indicator for idiomaticity
• https://pub.cl.uzh.ch/purl/constellations
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Constellations
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Constellations
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Constellations: support verb constructions
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Tools



Multilingwis (Multilingual Word Information System)

38



Multilingwis – Translation equivalents

• order of lemmas maintained
• less frequent = more (alignment) errors
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Multilingwis – Examples

• ordered by (common) length
• metadata shown (if available)
• interactive visualization (directed alignment links)
• option to filter for particular translation equivalents
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Multilingwis

https://pub.cl.uzh.ch/purl/multilingwis
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Semantic overlap by alignment frequencies

• Based on word alignment and lemmatization
• Reflects the probability of a lemma λs in the source language to
be aligned with a lemma λt in the target language. E.g.:

relative frequency absolute frequency
pa(EN cow | ES vaca) = 0,82 fa(EN cow | ES vaca) = 305
pa(EN cattle | ES vaca) = 0,12 fa(EN cattle | ES vaca) = 44
pa(EN beef | ES vaca) = 0,01 fa(EN beef | ES vaca) = 4

• The probabilities (= relative frequencies) of all possible lemmas
λi in the target language (i.e. the elements of the entire
corresponding row) sum up to 1 by definition.
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Coinciding alignments

• Two lemmas can be aligned with the same (foreign) lemma:

• We calculate frequencies for common lemmas:

f∩(λ1, λ2|λx) = min (fa(λ1, λx), fa(λ2, λx)) (1)
p∩(λ1, λ2|λx) = min (pa(λx|λ1),pa(λx|λ2)) (2)

• The overlap measure takes into account the absolute frequency:

Oa(λ1, λ2) =
∑

λx
log(f∩(λ1, λ2|λx) + 1) · p∩(λ1, λ2|λx)∑

λx
log(f∩(λ1, λ2|λx) + 1) + ϵ

(3)
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Semantic overlap by alignment frequencies
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Example: no overlap (de: lösen↔ de: auslösen)
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Example: mostly overlapping (de: steigen↔ de: ansteigen)
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Example: (not so) false friends
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Example: false friends (more than two lemmas)

48



Alignment overlap tool

https://pub.cl.uzh.ch/purl/alignment_overlap
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PaCLE

• search tool for language learning from parallel corpora
• parallel sentences from OpenTitles (currently)
• users can approve/disapprove and correct examples
(crowdsourcing)

https://demo.spraakbanken.gu.se/johannes/PaCLE/
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Discussion
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Corpus data types (sketch from 2015)
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