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Abstract
Parallel corpora are usually a collection of documents which are translations of each other. To be useful in NLP applications such as word
alignment or machine translation, they first have to be aligned at the sentence level. This paper is a user study briefly reviewing several
sentence aligners and evaluating them based on the performance achieved by the SMT systems trained on their output. We conducted
experiments on two language pairs and showed that using a more advanced sentence alignment algorithm may yield gains of 0.5 to 1
BLEU points.
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1. Introduction
Parallel corpora1 constitute an essential cross-language re-
source whose scarcity for a given language pair and do-
main restricts the development of data-driven natural lan-
guage processing (NLP) approaches for that language pair
and domain. In this respect, building a parallel corpus helps
connecting the considered languages.
After collection, the size of the translated segments forming
the parallel corpus are usually of the order of entire doc-
uments (e.g. European Parliament sessions or newspaper
articles). Learning word correspondences with this kind of
examples is an ambiguous task. The ambiguity may be re-
duced by first decreasing the size of the segments within
each pair. This task is called sentence alignment and con-
sists of finding correspondences between segments such as
sentences or small paragraphs within a pair of translated
documents. The existence of (meta-)textual information
such as time stamps (subtitles), speaker information (Eu-
roparl (Koehn, 2005)), or paragraphs/chapters/smaller doc-
uments provides anchors at which the two sides are cer-
tainly aligned. It may thus considerably reduce the com-
plexity of the sentence alignment task. The more fine-
grained we can align the text based on textual structure, the
easier sentence alignment becomes.
This paper details a user study initiated at the 5th Machine
Translation Marathon2, and whose aim was to evaluate
sentence alignment tools on different types of document-
aligned parallel corpora and measure its impact on an NLP
task, namely Statistical Machine Translation (SMT). The
test was conducted on two language pairs. First, on NIST
2008 Urdu–English training data, which contains docu-
ments of about 17 sentences in average, with no informative

1A parallel corpus is a collection of segment pairs, the two
segments within each pair being translation of each other.

2http://lium3.univ-lemans.fr/mtmarathon2010/

meta- or textual information. Second, on the concatenation
of three collections of French–English texts:

• the BAF corpus,3 composed of very long documents
(thousands of lines) with few possible anchors in the
text.

• the News Commentary corpus, a corpus of news com-
mentary articles crawled from the web4, with HTML
paragraph mark-up information.

• a corpus crawled from Rapid5, a site with press re-
leases of the European Union (also containing para-
graph mark-up information)

We evaluated five unsupervised sentence alignment tools:
the Gale and Church algorithm, Microsoft’s Bilingual Sen-
tence Aligner (MBA), Hunalign, Gargantua and Bleualign.
In the next section, we describe these sentence alignment
tools. Then we present experimental results obtained on the
Urdu–English and French–English data. Finally, we draw
some conclusions.

2. Sentence Alignment Tools
All five sentence alignment tools that we evaluated use a
dynamic programming search to find the best path of sen-
tence pairs through a parallel text. This means that all of
them assume that the texts are ordered monotonically and
none of the tools is able to extract crossing sentence pairs.
For texts with major changes in sentence order between two
language version, parallel sentence extraction may be pre-
ferrable to searching a global sentence alignment (Fung and
Cheung, 2004). All tools also resort to some pruning strat-
egy to restrict the search space.

3http://rali.iro.umontreal.ca/Ressources/BAF/
4http://www.project-syndicate.org/
5http://europa.eu/rapid



While some of the tools support the use of external re-
sources (i.e. bilingual dictionaries in the case of Hunalign,
and existing MT systems for Bleualign), all systems learned
their respective models from the parallel text itself.

2.1. Gale and Church Algorithm
The Gale and Church (1991; 1993) algorithm is based
on character based sentence length correlations, i.e. the
algorithm tries to match sentences of similar length and
merges sentences, if necessary, based on the number of
words in the sentences. The alignment model proposed
by Gale and Church (1993) makes use of the fact that
longer/shorter sentences in one language tend to be trans-
lated into longer/shorter sentences in the other. A prob-
abilistic score is assigned to each proposed sentence pair,
based on the sentence length ratio of the two sentences (in
characters) and the variance of this ratio. This probabilistic
score is then used in the dynamic programming framework
to get the maximum likelihood alignment of sentences.
Some corpora aligned using this algorithm include the Eu-
roparl corpus (Koehn, 2005) and the JRC-Acquis (Stein-
berger et al., 2006) among others.

2.2. Bilingual Sentence Aligner (MBA)
The Bilingual Sentence Aligner (Moore, 2002) com-
bines a sentence-length-based method with a word-
correspondence-based method. While sentence alignment
based on sentence-length is relatively fast, lexical methods
are generally more accurate but slower. Moore’s hybrid ap-
proach aims at realising an accurate and computationally
efficient sentence alignment model that is not dependent on
any additional linguistic resources or knowledge.
The aligner implements a two-stage approach. First the cor-
pus is aligned based on sentence length. The sentence pairs
that are assigned the highest probability of alignment are
then used as training data for the next stage. In this sec-
ond stage, a lexical model is trained, which is a modified
version of IBM model 1. The final alignment model for
the corpus combines the initial alignment model with IBM
model 1. These alignments are therefore based on both sen-
tence length and word correspondences and comprise 1-to-
1 correspondences with high precision.

2.3. Hunalign
Hunalign (Varga et al., 2005) implements an alignment al-
gorithm based on both sentence length and lexical simi-
larity. It is thus in general similar to Moore’s algorithm.
The main difference is that Hunalign uses a crude word-by-
word dictionary-based replacement instead of IBM model
1. On one hand this results in significant speed gains. More
importantly, however, it provides flexible dependence on
the dictionary, which can be pre-specified (if one is avail-
able) or learned empirically from the data itself.
In case a dictionary is not available, an initial pass is made,
based only on sentence length similarity, after which the
dictionary is estimated from this initial alignment and a sec-
ond pass, this time with the dictionary is made.
Although Hunalign is optimised for speed, its memory con-
sumption is its weak spot; in reality it cannot handle parallel
corpora larger than 20 thousand sentences – these have to

Max Ave.
Language Docs Len. Len. Segm. Words

Urdu 5282 1003 17.7 93 332 1800 k
English 5282 878 16.9 89 323 2027 k
French 3461 7077 54.2 187 656 4104 k
English 3461 6890 54.1 187 213 3486 k

Table 1: Statistics for the training data set for NIST Urdu–
English data and for the French–English data (k stands for
thousands).

be split into smaller chunks, which results in worse dictio-
nary estimates.

2.4. Gargantua
Gargantua (Braune and Fraser, 2010) aims to improve on
the alignment algorithm by Moore (2002) by replacing the
second pass of Moore’s algorithm with a two-step cluster-
ing approach. As in Moore’s algorithm, the first pass is
based on sentence-length statistics and used to train an IBM
model. The second pass, which uses the lexical model from
the first pass, consists of two steps. In a first step, a se-
quence of 1-to-1 alignments is obtained through dynamic
programming. In a second step, these are merged with un-
aligned sentences to build 1-to-many and many-to-1 align-
ments.

2.5. Bleualign
Bleualign (Sennrich and Volk, 2010) uses an automatic
translation of the source text as an intermediary between
the source text and the target text. A first alignment is com-
puted between the translated source text and the target text
by measuring surface similarity between all sentence pairs,
using a variant of BLEU, then finding a path of 1-to-1 align-
ments that maximises the total score through dynamic pro-
gramming. In a second pass, further 1-to-1, many-to-1 and
1-to-many alignments are added through various heuristics,
using the alignments of the first pass as anchors.
Bleualign does not build its own translation model for the
translation of the source text, but requires an external MT
system. In order not to skew the evaluation by using ad-
ditional resources, we followed Sennrich and Volk (2011)
in performing a bootstrapped alignment. As a first step,
we aligned the parallel text with the Gale & Church algo-
rithm. Then, we built a SMT system out of this aligned
parallel text, and automatically translated the (unaligned)
source text. This translation is the basis for the final align-
ment with Bleualign.

3. Experiments
The aim of the study was to use each sentence aligner to
find correspondences at the sentence level in a document-
aligned parallel corpus. Then an SMT system was trained
from the resulting sentence-aligned parallel corpus, tuned
on a development set and used to translate a test set. The
sentence aligners were evaluated based on the quality of
the translation with respect to automated metrics. The ex-
periment was conducted on two language pairs. The statis-
tics of the document-aligned training data for each language



Set Language Segments Words Vocabulary Lmean Ref.
Dev. Urdu 923 28.1 k 5.4 k 30.3 1

1st ref. English 923 24.2 k 5.0 k 26.3
Test Urdu 1862 42.3 k 6.5 k 22.7 4

1st ref. English 1862 38.2 k 6.2 k 20.5

Dev. French 2051 55.4 k 9.2 k 27.0 1
1st ref. English 2051 49.8 k 8.4 k 24.3

Test French 2525 72.5 k 11.2 k 28.7 1
1st ref. English 2525 65.6 k 9.7 k 26.0

Table 2: Basic statistics for the translation system development and test data sets (k stands for thousands, Lmean refers to
the average segment length in number of words, and Ref. to the number of available translation references).

pair are presented in Table 1. These statistics are the num-
ber of documents, the maximum document length and the
average document length in segments, the total number of
segments and the total number of running words in the cor-
pus. The statistics of the development and test data for
the SMT systems are presented in Table 2. The statistics
shown are the number of segments, the number of words,
the vocabulary size (or number of distinct words), the aver-
age segment length in number of words and the number of
available translation references.

3.1. Urdu–English Task
The Urdu–English data presented in Tables 1 and 2 were
provided at NIST 2008 Machine Translation evaluation.6

The available parallel training and development corpora
were only aligned at the document level. We used the
training data for the unsupervised sentence alignment. We
aligned a part of the development data at the sentence level
with the Bleualign tool to build a corpus to tune the SMT
systems (Urdu “Dev.” in Table 2). Our test set for extrinsic
evaluation was the official NIST 2008 test set (Urdu “Test”
in Table 2).
The output of the sentence aligners contains at most the
same number of tokens as in the training corpus. For some
segments, they indeed fail to find any corresponding seg-
ment in the other side of the corpus. Table 3 indicates the
coverage in terms of number of tokens achieved by the var-
ious aligners tested. The % columns indicate the percent-
age of tokens in the sentence aligned parallel texts com-
pared to the original amount in the training corpus. Gale
and Church, Gargantua and Hunalign achieved a coverage
around 95%. Bleualign achieved a slightly lower coverage
(close to 90%). The MBA only output less than 45% of the
input tokens. This can be explained by two reasons. First,
it was used with its default precision threshold, which was
particularly selective because the Urdu–English data may
be noisy or not strictly parallel. A different threshold could
have allowed the tool to achieve a higher coverage. Second,
the MBA can only extract 1-to-1 correspondences.
The parallel texts described in Table 3 were used to train
phrase-based SMT systems with the Moses toolkit (Koehn
et al., 2007). In order to stick to the tight MT Marathon
schedule, we used an existing language model, trained with
news data and data from the European Parliament and the

6http://www.itl.nist.gov/iad/mig/tests/mt/2008/

Segments (k) Tokens (k)
Urdu English Urdu % English %

Training 93.3 89.3 2027 100.0 1800 100.0
Bleualign 65.6 1821 89.9 1607 89.3
Gale&Church 70.0 1925 95.0 1729 96.1
Gargantua 71.1 1943 95.9 1737 96.5
Hunalign 68.7 1950 96.2 1670 92.8
MBA 40.3 902 44.5 745 41.4

Table 3: Coverage on Urdu–English data

United Nation proceedings.7 Thus the target side of the
sentence-aligned training corpus may not be included in
the language model training data. Table 4 shows the scores
of three automated MT metrics, namely BLEU (Papineni
et al., 2002), METEOR (Banerjee and Lavie, 2005) and
TER (Snover et al., 2006), obtained by the SMT system
trained on the output of each sentence aligner. The evalua-
tion was case-sensitive. The values shown are the average
and standard deviation over 3 MERT runs with different
random seeds. The values in bold are possibly the best one
taking the error range into account.

Aligner BLEU METEOR TER
Bleualign 18.1 ±0.3 36.0 ±0.2 67.9 ±0.7
Gale&Church 17.0 ±0.3 35.6 ±0.7 70.8 ±1.0
Gargantua 18.1 ±0.2 35.6 ±0.4 68.1 ±0.7
Hunalign 17.1 ±0.4 35.3 ±0.2 69.5 ±1.4
MBA 17.2 ±0.2 35.4 ±0.2 70.9 ±0.8

Table 4: SMT results on Urdu–English data.

Bleualign and Gargantua tools achieved the highest rank ac-
cording to all three metrics. Gale and Church and Hunalign
methods ranked first according to only one metric. With the
corresponding SMT system trained on half the data, MBA
achieved worse scores than the other tools according to all
metrics. However, the relative difference was below 5%.
Still, on this data set one can achieve a significant perfor-
mance gain by using one of the best tools versus using one
of the most basic ones (about 1 BLEU point, 0.5 Meteor
point and more than 1.5 TER point).

7These data are available at http://www.statmt.org/wmt10/.



3.2. French–English Task
We repeated our study on the French–English data, whose
statistics are presented in Tables 1 and 2. The training
corpus for sentence alignment was described in Sect. 1.
The development (French “Dev.” in Table 2) and test data
(French “Test” in Table 2) were respectively the test set of
the 2008 and 2009 Workshop of Statistical Machine Trans-
lation shared tasks (see footnote 7).
Table 5 indicates the coverage achieved by the various
aligners tested on the French–English data. With this data
set the coverage is higher, and the difference between align-
ers is lower. In particular, the MBA coverage is only 13%
lower than that of the aligner with best coverage.

Segments (k) Tokens (k)
French English French % English %

Training 187.7 187.2 4105 100.0 3487 100.0
Bleualign 140.7 3962 96.5 3392 97.3
Gale&Church 141.6 4022 98.0 3440 98.7
Gargantua 142.4 4005 97.6 3430 98.4
Hunalign 142.4 3996 97.4 3414 97.9
MBA 131.7 3503 85.3 3014 86.4

Table 5: Coverage on French–English data

Table 6 shows the (case-sensitive) scores of automated MT
metrics achieved by the SMT systems trained (in the same
way as in Sect. 3.1.) on the French–English parallel texts
output by the different sentence aligners. On this task

Aligner BLEU METEOR TER
Bleualign 21.07 ±0.07 38.83 ±0.15 61.2 ±0.2
Gale&Church 20.64 ±0.07 38.54 ±0.15 61.7 ±0.2
Gargantua 20.83 ±0.07 38.63 ±0.04 61.1 ±0.1
Hunalign 21.03 ±0.10 38.68 ±0.10 60.9 ±0.2
MBA 20.91 ±0.03 38.85 ±0.14 61.4 ±0.2

Table 6: SMT results on French–English data.

the difference between aligners is lower than on the Urdu–
English task. This may be explained by the presence in
a part of the corpus of HTML mark-up information, such
as paragraphs, sub-sections or links, which makes the sen-
tence alignment task easier. By using the best aligner in-
stead of the worst one, one can achieve a gain of 0.4 BLEU
point, 0.3 Meteor point and 0.5 TER point. Bleualign and
Hunalign ranked first according to all three metrics. Gar-
gantua and MBA ranked first according to one metric, and
the Gale and Church method did not rank first at all.

4. Concluding Remarks
We carried out a brief review of several sentence aligners
and evaluated them on the performance of the SMT systems
trained on their output, according to automated MT metrics.
The coverage of the sentence aligners, as well as the gain
achievable by using the best system, depended on the data
set. On our Urdu–English data set, this gain was about
1 BLEU point, 0.5 Meteor point and more than 1.5 TER

point. On our French–English data set, this gain was about
0.4 BLEU point, 0.3 Meteor point and 0.5 TER point.
Bleualign was the only tool to be ranked first (taking the
error range into account) on both tasks and according to
the three metrics computed. Gargantua and Hunalign were
ranked first according to all metrics on one task. The Gale
and Church and MBA tools were ranked first according to
one metric on one task.
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